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The heated jet experiments

M. Daubner, A. Batta, F. Fellmoser, C.-H. Lefhalm, K.-J. Mack, R. Stieglitz *

Institute for Nuclear and Energy Technologies (IKET), Forschungszentrum Karlsruhe, P.O. Box 3640, D-76021 Karlsruhe, Germany

Abstract

The use of heavy liquid metals (HLM) serving both as coolant and as spallation source facilitates simple beam win-

dow geometries. An adequate cooling of the beam window requires a conditioning of the flow. Within the MEGAPIE

window this is realized in a cylindrically shaped geometry, in which the main flow is guided in an annular gap down-

wards and then u-turned close to a hemispherical shell into a riser tube. In order to avoid stagnating fluid domains lead-

ing to unacceptably high window temperatures a jet flow is injected in direction of the lower shell. In this study the

turbulent mixing of hot jet into a cold main flow is investigated both experimentally and numerically for the MEGAPIE

geometry on a 1:1 scale. The experiments have been conducted in the Karlsruhe Lead Laboratory (KALLA). In parallel

a numerical simulation has been performed. Close to the technically most interesting positions in the lower shell, a rea-

sonably good agreement between numerical and experimental data has been found. Here, a sufficient description of the

turbulent heat transfer in a lead–bismuth flow was obtained. However, as the flow proceeds downstream not only qual-

itative but quantitative differences appear, which have to be analyzed in more detail in the future.

� 2004 Elsevier B.V. All rights reserved.
1. Introduction

Beam windows facing the proton beam of an acceler-

ator have to withstand high heat fluxes of up to 140 W/

cm2. Although this is only a small part of the total pro-

ton beam power (�1%), it represents one of the most

critical technical issues to be solved for a liquid metal

cooled system. In order to minimize the heat release in

the structural material these beam windows are rela-

tively thin like the MEGAPIE beam window, which is
0022-3115/$ - see front matter � 2004 Elsevier B.V. All rights reserv

doi:10.1016/j.jnucmat.2004.07.029

* Corresponding author. Tel.: +49 7247 82 3462; fax: +49

7247 3462.

E-mail address: robert.stieglitz@iket.fzk.de (R. Stieglitz).
made of a 1–2 mm thin T91 (9Cr–1Mo VNb) martensitic

steel shell. Besides this material issue an adequate heat

transfer from the wall towards the coolant and neutron

producing heavy liquid metal PbBi has to be ensured for

all beam states appearing during operation. Thus, only

the detailed knowledge of the convective–diffusive heat

transport phenomena in turbulent heavy liquid metal

flows enables an adequate design of such a beam win-

dow. Due to the low molecular Prandtl number of liquid

metals being of the order O(10�1–10�2) a decoupling of

kinematic and thermal transfer processes appears, which

is often not sufficiently treated in commercial computa-

tional fluid dynamics (CFD) codes.

The simulation of heat production scenarios as they

appear in HLM cooled beam windows are hardly feasi-
ed.
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ble out of pile, because three different turbulent heat

transfer phenomena occur simultaneously in the vicinity

of the hemispherical, shell as depicted in Fig. 1. These

are:

1. Turbulent heat transfer from a highly heat loaded

surface.

2. Cooling of the stagnation point of the shell via an

imposed secondary jet flow (turbulent mixing

phenomenon).

3. Internal heat generation (volumetric heating) by the

spallation reactions.

Assuming prototypical velocities in the beam window

hydraulic Reynolds numbers Re of O(105) are obtained.

This yields for the first two problems that the tempera-

ture can be considered to the leading order acting as a

passive scalar. Hence, an experimental simulation is pos-
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Fig. 1. Drawing of the beam window and description of the

heat transfer problems. The numbers indicate thermocouple

positions. Introduction of the coordinate system.
sible, the latter one is almost impracticable out of pile.

The solution strategy for the MEGAPIE window is to

perform two benchmark experiments, with which the

numerical CFD tools are validated. Finally, the verified

package is applied to the third phenomenon [1,2]. We

concentrate our discussion in this article on the turbu-

lent mixing of a hot lead–bismuth jet into a cold main

flow in the MEGAPIE configuration.
2. Experimental set-up of the heated jet experiment

Within the KALLA laboratory the lower part of the

MEGAPIE beam window has been fabricated and instr-

umented in 1:1 geometric scale using stainless steel, see

Fig. 1. The main flow is entering the module in the upper

collector and guided via steel vanes into a flow straight-

ener made of 24 tubes with an inner diameter of 15 mm

and length of 150 mm in order to ensure a fully devel-

oped turbulent flow in a height of z = 1625 mm. The

centerline of the jet channel enters the annular gap at

z = 1683 mm. The gap adapted geometry of the jet pipe

has rectangular edges, is made of 2 mm thick steel

sheets, and has at its centerline an inner orifice of

100 · 10 mm. At z = 107 mm, the nozzle with an inner

orifice of 20 · 10 mm is welded to the jet duct, as illus-

trated in Fig. 2. The centerline orifice is located at

z = 51 mm and its inner tube contacts the slanted riser

tube at the position of maximum inclination.

In the lower shell, 18 0.5-mm thick thermocouples

(TC�s) are embedded at a distance of 3 mm from the wall

in the shell in the direction of the jet flow and perpendic-

ular to it. The merging main and jet flows are directed

upwards in a riser tube, which is inclined in order to gen-

erate a secondary swirl flow superposed on the axial

transport velocity. The distance of the riser tube to the

shell is 15 mm at / = 180� and 25 mm at / = 0�. Within

the riser tube thermocouples are embedded close to the

fluid-wall interface and a thermocouple rake consisting

of 17 thermocouples in the planes / = 0� and / = 90�.
The flow is facing the instrumentation rod at z = 349

mm. At z = 404.5 mm, the instrumentation rod is spher-

ically shaped to its final outer diameter of 25 mm. Final-

ly, the fluid is leaving the module at z = 2340 mm and /
= 90� towards the THEADES loop.

Both main flow and jet flow are fed by one pump.

The different flow rates are established using regulation

valves in the individual branches. Both flow rates are

monitored simultaneously using six flow meters with dif-

ferent measurement principles ensuring an accuracy

after calibration of ±2% for the flow rate. The jet flow

is heated before entering the module using electrical

resistance heaters. The heating power is continuously

recorded and regulated, so that the temperature at the

jet flow inlet can be set to a constant value. The test sec-

tion is insulated with a 160 mm thick rock wool layer



Fig. 2. Photograph of the nozzle.
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(k = 0.043 W/(mK)). As a reference case for the experi-

ment, a heating power of 31 kW has been chosen with

a flow rate of Qmain = 18 m3/h and Qjet = 1.2 m3/h at

an average inlet temperature of the main flow of

Tin = 300 �C.
3. Numerical simulation

The heated jet experiment has been simulated using

the commercially available CFD code CFX. Since a

modeling of the whole geometry with an adequate reso-

lution of the boundary layers and the structures exceeds

the available computer resources the numerical simula-

tion represents the geometry on a 1:1 scale up to a height

of z = 890 mm, for which cylinder symmetry is assumed

and symmetry conditions are applied in the plane /
= 0�. The structured grid generated consists of 1.2 ·
106 cells and has been chosen in such a manner, that a

high resolution near the walls in terms of low y+ values

has been achieved.

The simulation includes heat conduction processes

within the steel structures confining the flow. In order

to limit the computational effort the outer thick steel

wall and the instrumentation rod have not been inte-

grated into the simulation. The first, because the heat

losses to the ambient where found to be very small in

the experiment, and the second, because of its complex-

ity of grid generation. At the outer fluid domain confin-

ing wall interface the non-slip condition and a zero heat

flux has been applied. Although the latter condition is

problematic, because the specific heat conductivity of

the steel is comparable to that of the eutectic lead–bis-

muth, it reduces the computational effort considerably.

Of crucial importance are the inlet conditions at

z = 890 mm. Regarding the velocity a fully developed

profile has been used, being aware that the developing

length is only about 20 characteristic lengths in terms

of the hydraulic diameter of the gap. Estimates in the lit-

erature [3] show that this yields errors of less than 3% for

the turbulent kinetic energy k and the velocity profile.

The choice of a reduced geometrical length, however,

causes significant errors in the temperature field, because
a considerable amount of the thermal energy of the jet

has been already transferred to the gap flow before

entering the simulation domain (i.e. 1683 mm < z <

890 mm).

Within the simulation the SST turbulence model has

been used. The SST model combines the advantages of

the k–e model with the ones of the k–x model and takes

advantage of the fact that for use of the k–x model in

the near wall region an analytical solution for the vis-

cous sublayer is known for small y+ values, see Wilcox

[3]. The matching of the k–x model close to all walls

to the k–e model in the rest of the fluid domain is per-

formed by means of blending functions [4]. The temper-

ature wall function is modeled using the formulation

proposed by Kader [5]. Regarding the advection terms

in the turbulent simulation a second order differencing

scheme has been used.

The main dimensionless groups entering the descrip-

tion of the problem are the hydraulic Reynolds number,

the kinetic Froude number, the densimetric Froud,

which are defined as:

Re ¼ u0 � dh

m
; Frkin ¼

ðu2
jet � u2

mainÞ
g � dh;jet

;

Frkin ¼
qmainðu2

jet � u2
mainÞ

ðqmain � qjetÞg � dh;jet

; ð1Þ

where u0 denotes the mean velocity, dh the hydraulic

diameter, g the gravity constant and the liquid proper-

ties are the specific viscosity m and the density q, which

may be taken from [6].

Both hydraulic Reynolds numbers, the one of the jet

and that of the main flow are for the defined reference

case of O(105) indicating a fully turbulent flow and a

mainly inertia driven system. The kinetic Froude num-

ber, which is a measure of the relative momentum be-

tween both streams is relatively small, i.e. Frkin =

19.28. This relatively small value yields that the addi-

tional turbulent shear produced by the jet is weak and

thus the position of the nozzle and its impact on the tem-

perature distribution on the lower shell is sensitive. The

corresponding densimetric Froude number assuming a

nozzle exit temperature of Tnozzle = 350 �C is of O(103)
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and hence clearly in the inertial range of co-arranged

jets, see [7]. The transformation of the thermal energy

into kinetic energy in inertial jets starts is most pro-

nounced for l/dh, jet � 10 as discussed in [8], where l is

the distance from the nozzle exit. Thus, the additional

impact of buoyancy effects is mainly occurring down-

stream in the riser rather than close to the shell. As a

consequence, the numerical simulation first concentrated

on a calculation neglecting buoyancy and using constant

specific fluid properties. Future simulations will inte-

grate the omitted issues.

In Fig. 3(a) and (b) the calculated velocity vectors in

the r–z-plane (/ = 0� and / = 90�) are shown for the de-

fined reference conditions.

The main flow in the annular gap far from the win-

dow is fully developed in the r–z-plane expressed by a

slug flow velocity profile except for the region of the

jet duct. As the main flow approaches the window re-

gion, the cross section is continuously decreasing and

the main flow is accelerated (0, see Fig. 6(b)). The dis-

continuity of the geometry at the transition of the down-

wards oriented gap flow into the upwards directed riser

flow leads to a flow separation. This flow separation is

expressed by the formation of a recirculation zone (1)

at the beginning of the riser tube, see Fig. 3(b). Adjacent

to the recirculation zone close to the center line, a jet (2)

is formed with velocities being about 2.5 times higher

than the mean velocity. In the lower part of the shell,

a second recirculation domain (3) establishes itself with

extremely low velocities. Those small velocities would

lead in the real MEGAPIE case to unacceptably high

temperatures. The plane, / = 90�, is hardly affected by

the jet flow arising from the 20 · 10 mm nozzle. In the

plane / = 0�, the jet flow is superimposed on the main

flow. As the jet exits the nozzle it forces by its momen-

tum a large portion of the fluid towards the opposite side

of the riser tube (5). A part of the jet flow also impinges

upon the lower hemispherical shell (6). Nevertheless,
Fig. 3. Calculated velocity vectors in the (a) r–z-plane (/ = 0�)
and (b) r–z-plane (/ = 90�). The corresponding dimensional

velocity scale is depicted on the left side.
close to the centerline in the lower part of the shell at

r = z = 0, the fluid velocity still remains small. The

momentum transfer from the nozzle to the main flow

creates a third recirculation zone in the / = 0� plane in

a large flow domain (4).

Since the heat transfer in the heated jet experiment is

mainly governed by momentum exchange, the flow pat-

tern is reflected also in the temperature field, which is de-

picted in Fig. 4(a) and (b) in the r–z-plane (/ = 0� and /
= 90�). In Fig. 4(a) the heat loss of the jet flow towards

the main flow is easily visible. Within the simulation, a

temperature decrease of about 9.6 �C per meter of the

jet duct has been obtained. Directly at the jet nozzle

the simulation reveals a value of 342 �C, whereas the

experiment shows 334 �C. The reason for this deviation

is that the simulation has been only performed up to

z = 890 mm and that the heat conduction in the outer

steel wall has been neglected. Extrapolating the heat

losses to the real geometry the temperature directly at

the nozzle exit would be 333.8 �C without considering

the heat losses to the ambient environment.

As the jet exits the nozzle, the temperatures close to

the shell (TC 3,4,5) at the fluid wall interface experience

do not a drastic elevation, since most of the heat is trans-

ported by the momentum of the jet towards the central

core in the riser tube. The impact of the jet on the tem-

perature distribution in the lower part of the shell close

to r = z = 0 is small (TC 3,4). The temperature rise in the

centerline (TC 6 and 7, see Fig. 1), which is the focus of

the jet, is a little higher and amounts to about 11 �C (TC

6) and 10 �C (TC 7). As the velocity plot has already
Fig. 4. Calculated temperature contours in the (a) r–z-plane (/
= 0�) and (b) r–z-plane (/ = 90�). The dimensional temperature

scale is depicted on the left.
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shown the jet is not strong enough to enter the opposite

side of the annular gap, which is also reflected in the

temperature distribution there. Nevertheless, a signifi-

cant amount of the thermal energy of the jet is lost be-

fore it reaches the nozzle exit by the heat transport

through the adjacent wall into the main flow of the

annular gap. The recirculation area in the jet channel

adjacent riser side at / = 0� hardly experiences a temper-

ature rise. Also, in the plane perpendicular / = 0�,
namely / = 90�, the impact of the jet flow on the temper-

ature distribution is weak, as Fig. 4(b) illustrates. Here,

the jet is mainly concentrated in a small region of the

symmetry plane of radius of about 50 mm. This rather

local effect could mean in the MEGAPIE design that

in case of miscellaneous beam positions local overheat-

ing can likely occur.
4. Comparison of experimental and numerical data

The experimental results discussed in this paragraph

refer all to the defined reference case. Variations of the

main flow rate or the jet flow rate are subject to the

currently conducted experimental campaign, in order

to exploit the different operational stages possible in

MEGAPIE according to their pumps [9] and their cool-

ing capability.

Fig. 5 shows the measured temperature distribution

as a function of s along the lower hemisphere in a radius

of R = 84 mm. As the jet exits the nozzle the adjacent

TC(4) hardly experiences the hot jet, here mainly con-

duction takes place. As the flow proceeds the jet im-

pinges upon the lower shell in positions which are

depicted by higher temperatures there. Because most

of the jet momentum is not directed to the center of
wall
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the spherical shell, it rather turns before the center line

and enters the core flow (see corresponding flow field

in Fig. 3(a)), the temperature maximum is before the

symmetry line. From this point, the temperature is con-

tinuously decreasing with growing s coordinate.

The jet itself does not penetrate to the opposite side

so that the temperature there remains at the value of

the inlet flow. A comparison of the numerical and exper-

imental data shows a qualitatively good agreement in

this flow domain. The difference in the nozzle outlet tem-

perature originates from the limited computational flow

domain, which predicts higher values in the simulation.

The strong deviation at the position s = 188 mm arises

from the fact that a stagnation point appears exactly

there. For the numerical codes based on an averaging

process like the k–e or k–x-turbulence model, these sin-

gularities can hardly be calculated exactly. Here, small-

est deviations in the experiment or in the grid lead to

significant deviations between experiment and numerical

results.

Generally, the simulation underestimates the temper-

atures at the lower shell, except for the immediate vicin-

ity of the jet nozzle (s < 70 mm). The temperature

gradients found in the experiment are significantly larger

than those predicted, which can not be explained by the

omission of buoyancy effects in the simulation, they even

would lead to smoother temperature gradients in the

simulation. The remaining explanation for this deviation

is that the flow field in this inertia governed part of the

flow domain differs between numerical simulation and

experiment. Here, water experiments simultaneously

underway have to clarify this issue [10].

The measured temperature distribution in the ther-

mocouple array in a height of z = 105.7 mm is displayed

for the plane / = 0� and in Fig. 6 and compared to the
-70 -50 -30 -10 10 30 50 70

300

305

310

315

320

325

330

335

340

T
 [

˚C
]

r [mm]

z=
10

5m
m

r

CFX-Simulation

Experiment je
t d

uc
t

Fig. 6. Comparison of the measured and numerical data in the

plane z = 105.7 mm (/ = 0�) as a function of r at the reference

conditions.



0 50 100 150 200 250 300 350 400 450

300

301

302

303

304

305

306

307
CFX-Simulation

Experiment

z [mm]

T
 [

˚C
]

Fig. 7. Comparison of the measured and numerical data in the

plane r = �60 mm (/ = 180�) as a function of z at the reference

conditions.

M. Daubner et al. / Journal of Nuclear Materials 335 (2004) 286–292 291
simulation. Here, qualitative differences between the two

data sets appear. Especially the temperature at the jet

duct adjacent wall is significantly lower in the experi-

ment. One reason is again the limited flow domain in

the simulation, which would lower the temperature in

the mean by 7 �C. But, here another effect leads to the

deviations. Here, buoyancy effects play a more signifi-

cant role leading to a spreading of the temperature field

and to a different velocity field in the riser tube than that

calculated. Future studies have to clarify this.

Finally, in Fig. 7 the temperature is shown in a plane

r = �60 mm = constant (/ = 180�) as a function of the

axial coordinate z. According to the measurements dis-

played in Fig. 7 the jet does not reach the opposite wall,

because the temperatures measured there are signifi-

cantly lower than the numerical predictions. Both differ

qualitatively in shape and magnitude. The origin of this

deviation may be caused by the reasons already named.

However, for small z-values (z < 50 mm) the difference is

already more than 1 �C, which is a strong indication for

different flow fields between experiment and numerical

simulation. Further parametric investigations in both

experiments and simulation have to show, how sensi-

tively the flow reacts to variations of the flow rate ratio

and the supplied power.
5. Conclusions and outlook

Within this article we have presented a numerical and

experimental study of the turbulent mixing a hot lead–

bismuth jet into a cold main in a complex geometry sim-

ilar to that of the lower part of the MEGAPIE beam

window experiment. The discussion concentrates on

one specific flow rate configuration of jet flow and main
flow, which is in a similar range as it appears in MEGA-

PIE, namely Qmain = 18 m3/h and Qjet = 1.2 m3/h.

In the technically most interesting part of the lower

shell, where the jet flow is merging with the main flow

exiting the annular downwards directed channel both

simulation and experimental data reveal qualitatively

and quantitatively reasonably good agreement. Minor

deviations appear at the measurement positions, where

stagnation points are located, which have to analyzed

in more detail.

As the flow proceeds downstream, the turbulent mix-

ing within the experiment is much more pronounced

than the numerical simulation predict, which is ex-

pressed by significantly smaller measured temperatures.

The general qualitative tendency of the energy decay

within the fluid is captured by the simulation, however,

the effective magnitude of the energy mixing process is

underestimated. Therefore, a more detailed analysis by

means of parametric studies in the experiment, e.g. flow

rate ratio, heating power variations, are performed to

quantify these deviations. Simultaneously on the numer-

ical side sensitivity studies regarding the mesh, the influ-

ence of the turbulence model, the heat losses to the

ambient, the heat conduction of the outer structure,

the implementation of buoyancy and finally a more

complete formulation of the geometry will be conducted.
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